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ABSTRACT

In order to develop effective sequential recommenders, a series of

sequence representation learning (SRL) methods are proposed to

model historical user behaviors. Most existing SRL methods rely

on explicit item IDs for developing the sequence models to better

capture user preference. Though effective to some extent, these

methods are difficult to be transferred to new recommendation

scenarios, due to the limitation by explicitly modeling item IDs. To

tackle this issue, we present a novel universal sequence representa-

tion learning approach, named UniSRec. The proposed approach

utilizes the associated description text of items to learn transfer-

able representations across different recommendation scenarios.

For learning universal item representations, we design a lightweight

item encoding architecture based on parametric whitening and

mixture-of-experts enhanced adaptor. For learning universal se-

quence representations, we introduce two contrastive pre-training

tasks by sampling multi-domain negatives. With the pre-trained

universal sequence representation model, our approach can be ef-

fectively transferred to new recommendation domains or platforms

in a parameter-efficient way, under either inductive or transductive

settings. Extensive experiments conducted on real-world datasets

demonstrate the effectiveness of the proposed approach. Especially,

our approach also leads to a performance improvement in a cross-

platform setting, showing the strong transferability of the proposed

universal SRLmethod. The code and pre-trainedmodel are available

at: https://github.com/RUCAIBox/UniSRec.
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1 INTRODUCTION

In the literature of recommender systems, sequential recommenda-

tion is a widely studied task [6, 10], aiming to recommend suitable

items to a user given her/his historical interaction records. Vari-

ous methods have been proposed to improve the performance of

sequential recommendation, from early matrix factorization (e.g.,

FPMC [18]) to recent sequence neural networks (e.g., GRU4Rec [6],

Caser [24] and Transformer [10, 36]). These approaches have largely

raised the performance bar of sequential recommendation.

Though the adopted techniques are different, the core idea of

existing methods is similar: it first formulates the user behavior

as a chronologically-ordered interaction sequence with the items,

and then develops effective architectures for capturing the sequen-

tial interaction characteristics that reflect the user preference. In

this way, the learned sequence models can predict the likely items

to be interacted by a user, given the observed sequential context.

Framed in the paradigm of representation learning [1], such an

approach essentially aims to conduct a sequence representation

learning (SRL) model based on historical user behavior data, which

needs to effectively capture the item characteristics and sequential

interaction characteristics. The capacity of the designed SRL model

directly affects the performance of sequential recommendation.

Despite the progress, most of existing SRL methods for recom-

mendation rely on explicit item IDs for developing the sequence

models [6, 10]. A major issue with this modeling way is that the

learned model is difficult to be transferred to new recommenda-

tion scenarios, even when the underlying data forms are exactly
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the same. Such an issue limits the reuse of the recommendation

model across domains [39]. As a common case, we need to re-train

a sequential recommender from scratch when adapting to a new

domain, which is tedious and resource-consuming. In addition,

existing sequential recommenders usually suffer from the recom-

mendation of cold-start items having inadequate interactions with

users. For addressing the above issue, a number of studies have been

proposed by learning either semantic mapping [38] or transferable

components [12], in order to bridge the domain gap and enhance

the item representations. However, these existing attempts cannot

fully solve the fundamental issue caused by explicitly modeling

item IDs. More recently, increasing evidence shows that natural

language text can play the role of general semantic bridge across

different tasks or domains [3] (including the recommendation tasks,

e.g., zero-shot recommendation [4]), with the remarkable success

of pre-trained language models (PLM).

Inspired by the recent progress of language intelligence [3, 26],

we aim to design a new SRL approach for learning more generaliz-

able sequence representations, by breaking the limit of explicit ID

modeling. The core idea is to utilize the associated description text

(e.g., product description, product title or brand) of an item, called

item text, to learn transferable representations across different do-

mains. Although previous attempts have shown such an approach is

promising [4], there are still twomajor challenges to be solved. First,

the textual semantic space is not directly suited for the recommen-

dation tasks. It is not clear how to model and utilize item texts for

improving the recommendation performance, since directly intro-

ducing raw textual representations as additional features may lead

to suboptimal results. Second, it is difficult to leverage multi-domain

data for improving the target domain, where the seesaw phenome-

non (referring to learning from multiple kinds of domain-specific

patterns is conflict or oscillating) often appears [23].

To address the above issues, we propose the universal sequence

representation learning approach, named UniSRec. Our approach

takes general interaction sequences as input, and learns universal

ID-agnostic representations based on a pre-training approach. Spe-

cially, we focus on two key points that learn universal item represen-

tation and universal sequence representations. For learning universal

item representations, we design a lightweight architecture based

on parametric whitening and mixture-of-experts enhanced adaptor,

which can derive more isotropic semantic representations as well as

enhance the domain fusion and adaptation. For learning universal

sequence representations, we introduce two kinds of contrastive

learning tasks, namely sequence-item and sequence-sequence con-

trastive tasks, by sampling multi-domain negatives. Based on the

above methods, the pre-trained model can be effectively transferred

to a new recommendation scenario in a parameter-efficient way,

under either inductive or transductive settings.

To evaluate the proposed approach UniSRec, we conduct ex-

tensive experiments on real-world datasets from different appli-

cation domains and platforms. Experimental results demonstrate

that the proposed approach can effectively utilize data from mul-

tiple domains to learn universal and transferable representations.

Especially, the results on cross-platform experiments show that

recommendation performance can be improved with the univer-

sal sequence representation model pre-trained on other platforms

without overlapping users or items.

2 METHODOLOGY

In this section, we present the proposed Universal Sequence repre-

sentation learning approach for Recommendation, named as UniS-

Rec. Given historical user behavioral sequences from a mixture

of multiple domains, we aim to learn universal item and sequence

representations that can effectively transfer and generalize to new

recommendation scenarios (e.g., new domains or platforms) in a

parameter-efficient way.

2.1 Overview of the Approach

Our approach takes general interaction sequences as input and

learns universal representations based on a pre-training approach.

We then formulate the task and overview the proposed approach.

General input formulation. We formulate the behavior sequence

of a user in a general form of interaction sequence 𝑠 = {𝑖1, 𝑖2, · · · 𝑖𝑛},
(in a chronological order of interaction time), where each interacted

item 𝑖 is associated with a unique item ID and a description text (e.g.,

the product description, item title or brand). We call the descrip-

tion text of an item 𝑖 item text, denoted by 𝑡𝑖 = {𝑤1,𝑤2, · · · ,𝑤𝑐 },

where the words 𝑤 𝑗 are from a shared vocabulary and 𝑐 denotes
the truncated length of item text. Here, each sequence contains all

the interaction behavior of a user at some specific domain, and a

user can generate multiple behavior sequences at different domains

or platforms. As discussed before, as there are large semantic gap

between different domains, we don’t simply mix the behavior data

of a user. Instead, we treat the multiple interaction sequences of

a user as different sequences, without explicitly maintaining user

IDs for each sequence. Note that unlike other pre-training based

recommendation methods [31, 36], item IDs are only auxiliary in-

formation in our approach, and we mainly utilize item text to derive

generalizable ID-agnostic representations. Unless specified, item

IDs will not be used as input of our approach.

Solutions. To learn transferable representations across domains,

we identify two key problems for achieving this purpose, i.e., learn-

ing universal item representation and sequence representation,

since items and sequences are the basic data forms in our general

formulation. For learning universal item representations (Section

2.2), we focus on the domain fusion and adaptation with an MoE-

enhanced adaptor based on parametric whitening. For learning

universal sequence representations (Section 2.3), we introduce two

kinds of contrastive learning tasks, namely sequence-item and

sequence-sequence contrastive tasks, by sampling multi-domain

negatives. Based on the above methods, the pre-trained model can

be effectively transferred to a new recommendation scenario in a

parameter-efficient way, under either inductive or transductive set-

tings (Section 2.4). The overall framework of the proposed approach

UniSRec is depicted in Figure 1.

2.2 Universal Textual Item Representation

The first step toward universal sequential behavior modeling is to

represent items from various recommendation scenarios (e.g., do-

mains or platforms) into a unified semantic space. In previous stud-

ies [6, 10], item representations are usually learned in transductive

learning setting, where item IDs are pre-given and ID embeddings

are learned as item representations. Such a way largely limits the

586

17253
高亮文本



Towards Universal Sequence Representation Learning for Recommender Systems KDD ’22, August 14–18, 2022, Washington, DC, USA.

ID Emb

Fixed Pre-trained Text
Encoder (e.g. BERT)

item text 

PW PW PW

Gating
Router

Parametric 
Whitening

MoE-enhanced Adaptor

Universal Item Representation

Behavior Encoder

Text Rep Text Rep Text Rep· · ·

sequences from
various scenarios

augmented
sequence

+--

Seq-Seq Contrastive Task 

items from
various scenarios

+--

Seq-Item Contrastive Task 

ground-truth
next item

Universal Sequence 
Representation Pre-training

Behavior Encoder 
(parameters fixed) 

Text Rep Text Rep· · ·

pure item text

?

be able to recommend
new items

Parameter-Efficient 
Fine-tuning

Inductive

Behavior Encoder 
(parameters fixed) 

Text Rep Text Rep· · ·

item text + IDs

?

Transductive

+ ID Emb+

Figure 1: The overall framework of the proposed universal sequence representation learning approach (UniSRec).

transferability of item representations, since the vocabularies of

item IDs are usually different across domains.

Our solution is to learn transferable item representations based

on the associated item text, which describes the item characteris-

tics in the form of natural language. As more and more evidence

shows [3], natural language provides a general data form to bridge

the semantic gap across different tasks or domains. Based on this

idea, we first utilize the pre-trained language model (PLMs) to learn

the text embeddings. Since the derived text representations from

different domains are likely to span different semantic spaces (even

with the same text encoder), we propose the techniques of para-

metric whitening and mixture-of-experts (MoE) enhanced adaptor

to transform the text semantics into a universal form suited to the

recommendation tasks.

2.2.1 Textual Item Encoding via Pre-trained Language Model. Con-

sidering the excellent language modeling capacity of PLMs, we

utilize the widely used BERT model [3] to learn universal text

representations for representing items. Given an item 𝑖 and its cor-

responding text 𝑡𝑖 , we firstly concatenate (1) a special symbol [CLS],
(2) the words of item text {𝑤1,𝑤2, . . . ,𝑤𝑐 }, in order and derive the

input sequence for BERT. Then we feed the concatenated sequence

into the BERT model, and we have:

𝒙𝑖 = BERT( [[CLS];𝑤1, . . . ,𝑤𝑐 ]), (1)

where 𝒙𝑖 ∈ R𝑑𝑊 is the final hidden vector corresponding to the first

input token ([CLS]), and “[;]” denotes the concatenation operation.

2.2.2 Semantic Transformation via Parametric Whitening. Though

we can obtain semantic representations from BERT, they are not

directly suited for the recommendation tasks. Existing studies [11]

have found that BERT induces a non-smooth anisotropic semantic

space for general texts. The case will become more severe when we

mix item texts from multiple domains with a large semantic gap.

Inspired by recent works on whitening-based methods [9, 21], we

conduct a simple linear transformation to transform original BERT

representations for deriving isotropic semantic representations.

Different from the original whitening methods [9, 21] with pre-

set mean and variance, we incorporate learnable parameters in

the whitening transformation for better generalizability on unseen

domains. Formally, we have:

𝒙̃𝑖 = (𝒙𝑖 − 𝒃) ·𝑾1, (2)

where 𝒃 ∈ R𝑑𝑊 and 𝑾1 ∈ R𝑑𝑊 ×𝑑𝑉 are learnable parameters,

and 𝒙̃𝑖 ∈ R𝑑𝑉 is the transformed representation. In this way, the

anisotropy issue of learned representations can be alleviated, which

is useful to learn universal semantic representations. For the effi-

ciency consideration, we don’t introduce complex non-linear archi-

tectures, such as flow-based generative models [11], which will be

studied in future work.

2.2.3 Domain Fusion and Adaptation via MoE-enhanced Adaptor.

With the above whitening transformation, our model can learn

more isotropic semantic representations. In order to learn universal

item representations, another important issue is how to transfer

and fuse information across domains, since there is usually a large

semantic gap between different domains. For example,the top fre-

quent words of item text are quite different across domains, e.g.,

natural, sweet, fresh for food domain and war, love, story for movies

domain. A straightforward approach is to map the original BERT

embeddings into some shared semantic space [11]. However, it will

lead to limited representation capacity for migrating the domain

bias. As our solution, we learn multiple whitening embeddings for

an item, and utilize an adaptive combination of these embeddings

as the universal item representations. Not limited to a simple sin-

gle mapping between item representations, we aim to establish a

more flexible representation mechanism to capture the semantic

relatedness for domain fusion and adaptation.

To implement our idea, we employ the mixture-of-expert (MoE)

architecture [19] for learning more generalizable item representa-

tions. Specially, we incorporate 𝐺 whitening transformation mod-

ules as the experts, and then construct the MoE-enhanced adaptor

based on a parameterized router:

𝒗𝑖 =
𝐺∑
𝑘=1

𝑔𝑘 · 𝒙̃ (𝑘)
𝑖 , (3)
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where 𝒙̃ (𝑘)
𝑖 is the output of the 𝑘-th whitening transformation

module (Eqn. (2)) and 𝑔𝑘 is the corresponding combination weight

from the gating router, defined as follows:

𝒈 = Softmax (𝒙𝑖 ·𝑾2 + 𝜹) , (4)

𝜹 =Norm() · Softplus (𝒙𝑖 ·𝑾3) . (5)

In this equation, we utilize original BERT embedding 𝒙𝑖 as in-

put of the router module, as it contains domain-specific seman-

tic bias. Furthermore, we incorporate learnable parameter matri-

ces𝑾2,𝑾3 ∈ R𝑑𝑊 ×𝐺 to adaptively adjust the weights of experts

𝒈 ∈ R𝐺 . In order to balance the expert load, we utilize Norm() to

generate random Gaussian noise, controlled by parameter𝑾2.

The merits of the MoE-enhanced adaptor are threefold. Firstly,

the representation of a single item is enhanced by learning multiple

whitening transformations. Second, we no longer require a direct

semantic mapping across domains, but instead utilize a learnable

gating mechanism to adaptively establish the semantic relatedness

for domain fusion and adaptation. Third, the lightweight adap-

tor endows the flexibility of parameter-efficient fine-tuning when

adapting to new domains (detailed in Section 2.4).

2.3 Universal Sequence Representation

Since different domains usually correspond to varying user behav-

ioral patterns, it may not work well to simply mix interaction se-

quences from multiple domains for pre-training. And, it is likely to

lead to the seesaw phenomenon [23] that the learning from multiple

domain-specific behavioral patterns can be conflict. Our solution

is to introduce two kinds of contrastive learning tasks, which can

further enhance the fusion and adaptation of different domains in

deriving the item representations. In what follows, we firstly intro-

duce the base behavior encoder architecture, and then present the

proposed contrastive pre-training tasks that enhance the sequence

representations in universal semantic space.

2.3.1 Self-attentive Sequence Encoding. Given a sequence of uni-

versal item representations, we further utilize a user behavior en-

coder to obtain the sequence representation. We aim to construct

the sequential patterns based on the learned universal textual item

representations, but not item IDs. Here, we adopt a widely used self-

attentive architecture [26], i.e., Transformers. Specially, it consists

stacks of multi-head self-attention layers (denoted by MHAttn(·))

and point-wise feed-forward networks (multilayer perceptron ac-

tivated by ReLU, denoted by FFN(·)). We sum the learned text

representations (i.e., 𝒗𝑖 in Eqn. (3)) and the absolute position embed-

dings 𝒑 𝑗 as input at position 𝑗 . The input and the update process

can be formalized as following:

𝒇 0𝑗 = 𝒗𝑖 + 𝒑 𝑗 , (6)

𝑭 𝑙+1 = FFN(MHAttn(𝑭 𝑙 )), (7)

where 𝑭 𝑙 = [𝒇 𝑙0 ; . . . ;𝒇
𝑙
𝑛] denotes the concatenated representations

at each position in the 𝑙-th layer. We take the final hidden vec-

tor 𝒇𝐿𝑛 corresponding to the 𝑛-th (last) position as the sequence

representation (a total number of 𝐿 layers in the behavior encoder).

2.3.2 Multi-domain Sequential Representation Pre-training. Given

interaction sequences from multiple domains, we next study how

to design suitable optimization objectives to derive the outputs of

sequential encoder in the unified representation space. By contrast-

ing sequences and items from different domains, we aim to alleviate

the seesaw phenomenon and capture their semantic correlation in

the pre-training stage. For this purpose, we design the following

sequence-item and sequence-sequence contrastive tasks.

Sequence-item contrastive task. The sequence-item contrastive

task aims to capture the intrinsic correlation between sequential

contexts (i.e., the observed subsequence) and potential next items in

an interaction sequence. Different from previous next-item predic-

tion task [10, 15] (using in-domain negatives), for a given sequence,

we adopt across-domain items as negatives. Such a way can enhance

both the semantic fusion and adaptation across domains, which is

helpful to learn universal sequence representations.

We consider a batch setting of 𝐵 training instances, where each

training instance is a pair of the sequential context (containing the

proceeding items) and the positive next item. We first encode them

into embedding representations {〈𝒔1, 𝒗1〉, . . . , 〈𝒔𝐵, 𝒗𝐵〉}, where 𝒔
represents the normalized contextual sequence representations,

and 𝒗 denotes the representation of the positive next item. Then,

we formalize the sequence-item contrastive loss as follows:

ℓ𝑆−𝐼 = −

𝐵∑
𝑗=1

log
exp

(
𝒔 𝑗 · 𝒗 𝑗/𝜏

)
∑𝐵

𝑗 ′=1 exp
(
𝒔 𝑗 · 𝒗 𝑗 ′/𝜏

) , (8)

where in-batch items are regarded as negative instances and 𝜏 is a

temperature parameter. As batches are constructed randomly, the

in-batch negative instances {𝒗 𝑗 ′ } will contain items from a mixture

of multiple domains.

Sequence-sequence contrastive task. Besides the above item-

level pre-training task, we further propose a sequence-level pre-

training task, by conducting the contrastive learning among multi-

domain interaction sequences. The object is to discriminate the

representations of augmented sequences from multi-domain se-

quences. We consider two kinds of augmentation strategies: (1)

Item drop refers to randomly dropping a fixed ratio of items in the

original sequence, and (2)Word drop refers to randomly dropping

words in item text. Given a target sequence (with the represen-

tation 𝒔 𝑗 ), the augmented ones are considered as positives (with

the representation 𝒔̃ 𝑗 ), while other in-batch ones are considered as

negatives. The sequence-sequence contrastive loss can be formally

presented as following:

ℓ𝑆−𝑆 = −

𝐵∑
𝑗=1

log
exp

(
𝒔 𝑗 · 𝒔̃ 𝑗/𝜏

)
∑𝐵

𝑗 ′=1 exp
(
𝒔 𝑗 · 𝒔 𝑗 ′/𝜏

) . (9)

Similar to Eqn. (8), as batches are constructed randomly, the in-

batch negative instances naturally contain sequences from multiple

domains. In the implementation, we preprocess the augmented

item text using word drop for efficient pre-training, as the BERT

representations of item text can be obtained during preprocessing.

Multi-task learning.At the pre-training stage, we leverage amulti-

task training strategy to jointly optimize the proposed sequence-

item contrastive loss in Eqn. (8) and sequence-sequence contrastive

loss in Eqn. (9):

LPT = ℓ𝑆−𝐼 + 𝜆 · ℓ𝑆−𝑆 , (10)
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where 𝜆 is a hyper-parameter to control the weight of sequence-

sequence contrastive loss. The pre-trained model is to be fine-tuned

for adapting to new domains.

2.4 Parameter-Efficient Fine-tuning

To adapt to a new domain, previous pre-training based recom-

mendation methods [4, 36] usually require fine-tuning the whole

network architecture, which is time-consuming and less flexible.

Since our model can learn universal representations for interaction

sequences, our idea is to fix the parameters of the major archi-

tecture, while only fine-tuning a small proportion of parameters

from the MoE-enhanced adaptor (Section 2.2.3) for incorporating

necessary adaptation. We find that the proposed MoE-enhanced

adaptor can quickly adapt to unseen domains, fusing the pre-trained

model with new domain characteristics. To be specific, we consider

two fine-tuning settings, either inductive or transductive, based on

whether item IDs in the target domain can be accessed.

Inductive setting. The first setting considers the test cases of

recommending new items from an unseen domain, which can’t be

well solved by an ID-based recommendation model. The proposed

model doesn’t rely on item IDs, so that it can learn universal text

representations for new items. Given a training sequence from the

target domain, we firstly encode the sequential context (𝑖1 → 𝑖𝑡 )
and the candidate item 𝑖𝑡+1 into universal representations as 𝒔 and
𝒗𝑖𝑡+1 . Then we predict the next item according to the following

probability:

𝑃𝐼 (𝑖𝑡+1 |𝑠) = Softmax(𝒔 · 𝒗𝑖𝑡+1 ), (11)

where we compute the softmax probability over the candidate set

(the positive item and a number of sampled negatives). The param-

eters to be tuned are those in 𝒃 and𝑾𝑟 in Eqn. (2).

Transductive setting. The second setting assumes that nearly all

the items of the target domain have appeared in the training set, and

we can also learn ID embeddings since item IDs are available. In this

setting, to represent an item, we combine the textual embedding

𝒗𝑖𝑡+1 and ID embedding 𝒆𝑖𝑡+1 as the final item representation. Thus,

we have the following prediction probability:

𝑃𝑇 (𝑖𝑡+1 |𝑠) = Softmax
(̃
𝒔 · (𝒗𝑖𝑡+1 + 𝒆𝑖𝑡+1 )

)
, (12)

where 𝒔̃ denotes the enhanced universal sequence representation

by adding ID embeddings in the input (Eqn. (7)). Note that the rest

parameters of the sequence encoder are still fixed in this setting.

For each setting, we optimize the widely used cross-entropy

loss to fine-tune parameters of MoE-enhanced adaptors. After fine-

tuning, we predict the probability distribution of next item for given

sequences via Eqn. (11) and Eqn. (12).

2.5 Discussion

In the literature of recommender systems, a large number of rec-

ommendation models have been developed. Here, we make a brief

comparison with related recommendation models, in order to high-

light the novelty and differences of our approach.

General sequential approaches such as GRU4Rec [6] and

SASRec [10] rely on explicit item IDs to construct the sequential

model, where they assume item IDs are pre-given. These approaches

can’t perform well under the cold-start setting with new items.

Table 1: Comparison of the transfer learning scenarios and

application settings of several approaches. 1 → 1 denotes 1

source domain to 1 target domain, and 𝑀 → 𝑁 denotes 𝑀
source domains to 𝑁 target domains. “Non-OL” denotes that

the approach doesn’t require overlapped users or items.

Methods
Transfer Learning Scenarios Application Settings

1 → 1 𝑀 → 𝑁 Non-OL Transductive Inductive

S3-Rec [36] � � � � �

PeterRec [31] � � � � �

RecGURU [12] � � � � �

ZESRec [4] � � � � �

UniSRec (ours) � � � � �

As a comparison, our approach aims to construct an ID-agnostic

recommendation model that can capture sequential patterns in a

more general form of natural language.

Cross-domain approaches such as RecGURU [12] propose to

leverage the auxiliary information from source domains to improve

the performance on a target domain. However, most approaches

require overlapping users or items as anchors. Besides, it is not

easy to transfer and fuse multiple source domains for improving

the target domain. For our approach, we propose an MoE-enhanced

adaptor mechanism for domain fusion and adaptation based on

universal textual semantics.

Pre-training sequential approaches mainly pre-train their

model on sequences from (1) the current domain (S3-Rec [36], IDA-

SR [16]), (2) other domains with overlapping users (PeterRec [31])

or (3) other closely related domains (ZESRec [4]). However, none

of these methods explore how to pre-train universal item and se-

quence representations on multiple weakly related or irrelevant

domains. In contrast, our approach can learn more transferable

representations that well generalize to the target domains, from

a mixture of multiple source domains. The comparison of these

approaches is presented in Table 1.

3 EXPERIMENTS

In this section, we first set up the experiments, and then present

the results and analysis.

3.1 Experimental Setup

3.1.1 Datasets. To evaluate the performance of the proposed ap-

proach, we conduct experiments in both cross-domain setting and

cross-platform setting. The statistics of datasets after preprocessing

are summarized in Table 2.

(1) Pre-trained datasets: we select five categories from Ama-

zon review datasets [17], “Grocery and Gourmet Food”, “Home and

Kitchen”, “CDs and Vinyl”, “Kindle Store” and “Movies and TV ”, as

the source domain datasets for pre-training.

(2) Cross-domain datasets: we select another five categories

from Amazon review datasets [17], “Prime Pantry”, “Industrial and

Scientific”, “Musical Instruments”, “Arts, Crafts and Sewing” and

“Office Products”, as target domain datasets to evaluate the proposed

approach in cross-domain setting.
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Table 2: Statistics of the datasets after preprocessing. “Avg.

𝑛” denotes the average length of item sequences. “Avg. 𝑐”
denotes the average number of tokens in item text.

Datasets #Users #Items #Inters. Avg. 𝑛 Avg. 𝑐

Pre-trained 1,361,408 446,975 14,029,229 13.51 139.34

- Food 115,349 39,670 1,027,413 8.91 153.40

- CDs 94,010 64,439 1,118,563 12.64 80.43

- Kindle 138,436 98,111 2,204,596 15.93 141.70

- Movies 281,700 59.203 3,226,731 11.45 97.54

- Home 731,913 185,552 6,451,926 8.82 168.89

Scientific 8,442 4,385 59,427 7.04 182.87

Pantry 13,101 4,898 126,962 9.69 83.17

Instruments 24,962 9,964 208,926 8.37 165.18

Arts 45,486 21,019 395,150 8.69 155.57

Office 87,436 25,986 684,837 7.84 193.22

Online Retail 16,520 3,469 519,906 26.90 27.80

(3) Cross-platform datasets: we also select a dataset from

different platforms to evaluate the pre-trained universal sequence

representation model in a cross-platform setting. Online Retail1

contains transactions occurring between 01/12/2010 and 09/12/2011

from a UK-based online retail platform, which does not contain

shared users or items with the Amazon platform.

Following previous works [10, 36], we keep the five-core datasets

and filter users and items with fewer than five interactions for all

datasets. Then we group the interactions by users and sort them

by timestamp ascendingly. For item text, we concatenate fields

including title, categories and brand in Amazon dataset and directly

use the Description field in Online Retail dataset. We truncate item

text longer than 512 tokens.

3.1.2 Compared Methods. We compare the proposed approach

with the following baseline methods:

• SASRec [10] adopts a self-attention network to capture the

user’s preference within a sequence.

• BERT4Rec [22] adapts the original text-based BERT model

with the cloze objective for modeling user behavior sequences.

• FDSA [32] proposes to capture item and feature transition

patterns via self-attentive networks.

• S3-Rec [36] pre-trains sequential models via mutual informa-

tion maximization objectives for feature fusion.

• CCDR [28] proposes intra-domain and inter-domain con-

trastive objects for cross-domain recommendation in matching.

We extract textual tags using TF-IDF algorithm, and then optimize

the taxonomy-based inter-CL objective.

• RecGURU [12] proposes to pre-train user representations via

autoencoder in an adversarial learning paradigm. In our implemen-

tation, we remove constraints on overlapped users.

• ZESRec [4] encodes item text via pre-trained language model

as item representations. ZESRec can be pre-trained on source do-

main and directly applied to target domains for zero-shot recom-

mendation. For a fair comparison, we fine-tune the pre-trained

model using item sequences of the target domain.

1https://www.kaggle.com/carrie1/ecommerce-data

For our approach, we firstly pre-train a universal sequence rep-

resentation model on the five source datasets that are introduced

in Section 3.1.1. We consider two major variants: (1) UniSRec𝑡
denotes the model fine-tuned in inductive setting using only item

text; (2)UniSRec𝑡+𝐼𝐷 denotes the model fine-tuned in transductive

setting using both item ID and item text.

3.1.3 Evaluation Settings. To evaluate the performance of the next

item prediction task, we adopt two widely used metrics Recall@𝑁
and NDCG@𝑁 , where 𝑁 is set to 10 and 50. Following previous

works [22, 33, 36], we apply the leave-one-out strategy for evalua-

tion. For each user interaction sequence, the last item is used as the

test data, the item before the last one is used as the validation data,

and the remaining interaction records are used for training. We

rank the ground-truth item of each sequence among all the other

items for evaluation on test set, and finally report the average score

of all test users.

3.1.4 Implementation Details. We implement UniSRec using a pop-

ular open-source recommendation library RecBole2 [35]. To ensure

a fair comparison, we optimize all themethodswith Adam optimizer

and carefully search the hyper-parameters of all the comparedmeth-

ods. The batch size is set to 2,048. We adopt early stopping with the

patience of 10 epochs to prevent overfitting, and NDCG@10 is set as

the indicator.We tune the learning rate in {0.0003, 0.001, 0.003, 0.01}
and the embedding dimension in {64, 128, 300}. We pre-train the

proposed approach for 300 epochs with 𝜆 = 1𝑒−3 and𝐺 = 8 experts.

3.2 Overall Performance

We compare the proposed approach with the baseline methods

on the five cross-domain datasets and one cross-platform dataset.

Note that, we fine-tune the same pre-trained universal sequence

representation model on these six datasets for our approach. The

results are reported in Table 3.

For the baseline methods, text-enhanced sequential recommen-

dation methods (i.e., FDSA and S3-Rec) perform better than the

traditional sequential recommendation methods (i.e., SASRec and

BERT4Rec) on several datasets, since item texts are used as auxiliary

features to improve the performance. The cross-domain methods

CCDR and RecGURU do not perform well, because they are still in

a transductive setting. These methods become less effective with-

out explicit overlapping users between source and target domains.

ZESRec utilizes PLMs to encode item texts, but mainly reuses exist-

ing architectures and pre-training tasks, which can’t fully leverage

multi-domain interaction data for improving the target domain.

Finally, by comparing the proposed approach UniSRec𝑡+𝐼𝐷 with

all the baselines, it is clear that UniSRec𝑡+𝐼𝐷 achieves the best per-

formance in almost all the cases. Different from these baselines, we

derive universal sequence representations via pre-training on multi-

domain datasets. With the specially designed parametric whitening

module and MoE-enhanced adaptor module, the learned universal

item representations are more isotropic and suitable for domain

fusion and adaptation. Especially, the results on cross-platform

evaluation (i.e., Online Retail dataset) show that our approach can

be effectively transferred to a different platform via universal se-

quence representation pre-training. Besides, the model fine-tuned

2https://recbole.io
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Table 3: Performance comparison of different recommendation models. The best and the second-best performances are denoted

in bold and underlined fonts, respectively. “Improv.” indicates the relative improvement ratios of the proposed approach over

the best performance baselines. “*” denotes that the improvements are significant at the level of 0.01 with paired 𝑡-test.

Scenario Dataset Metric SASRec BERT4Rec FDSA S3-Rec CCDR RecGURU ZESRec UniSRec𝑡 UniSRec𝑡+𝐼𝐷 Improv.

Cross-
Domain

Scientific

Recall@10 0.1080 0.0488 0.0899 0.0525 0.0695 0.1023 0.0851 0.1188* 0.1235* +14.35%

NDCG@10 0.0553 0.0243 0.0580 0.0275 0.0340 0.0572 0.0475 0.0641* 0.0634* +10.52%

Recall@50 0.2042 0.1185 0.1732 0.1418 0.1647 0.2022 0.1746 0.2394* 0.2473* +21.11%

NDCG@50 0.0760 0.0393 0.0759 0.0468 0.0546 0.0786 0.0670 0.0903* 0.0904* +15.01%

Pantry

Recall@10 0.0501 0.0308 0.0395 0.0444 0.0408 0.0469 0.0454 0.0636* 0.0693* +38.32%

NDCG@10 0.0218 0.0152 0.0209 0.0214 0.0203 0.0209 0.0230 0.0306* 0.0311* +35.22%

Recall@50 0.1322 0.1030 0.1151 0.1315 0.1262 0.1269 0.1141 0.1658* 0.1827* +38.20%

NDCG@50 0.0394 0.0305 0.0370 0.0400 0.0385 0.0379 0.0378 0.0527* 0.0556* +39.00%

Instruments

Recall@10 0.1118 0.0813 0.1070 0.1056 0.0848 0.1113 0.0783 0.1189* 0.1267* +13.33%

NDCG@10 0.0612 0.0620 0.0796 0.0713 0.0451 0.0681 0.0497 0.0680 0.0748* −

Recall@50 0.2106 0.1454 0.1890 0.1927 0.1753 0.2068 0.1387 0.2255* 0.2387* +13.34%

NDCG@50 0.0826 0.0756 0.0972 0.0901 0.0647 0.0887 0.0627 0.0912 0.0991* +1.95%

Arts

Recall@10 0.1108 0.0722 0.1002 0.1003 0.0671 0.1084 0.0664 0.1066 0.1239* +11.82%

NDCG@10 0.0587 0.0479 0.0714 0.0601 0.0348 0.0651 0.0375 0.0586 0.0712 −

Recall@50 0.2030 0.1367 0.1779 0.1888 0.1478 0.1979 0.1323 0.2049* 0.2347* +15.62%

NDCG@50 0.0788 0.0619 0.0883 0.0793 0.0523 0.0845 0.0518 0.0799 0.0955* +8.15%

Office

Recall@10 0.1056 0.0825 0.1118 0.1030 0.0549 0.1145 0.0641 0.1013 0.1280* +11.79%

NDCG@10 0.0710 0.0634 0.0868 0.0653 0.0290 0.0768 0.0391 0.0619 0.0831 −

Recall@50 0.1627 0.1227 0.1665 0.1613 0.1095 0.1757 0.1113 0.1702 0.2016* +14.74%

NDCG@50 0.0835 0.0721 0.0987 0.0780 0.0409 0.0901 0.0493 0.0769 0.0991 +0.41%

Cross-
Platform

Online
Retail

Recall@10 0.1460 0.1349 0.1490 0.1418 0.1347 0.1467 0.1103 0.1449 0.1537* +3.15%

NDCG@10 0.0675 0.0653 0.0719 0.0654 0.0620 0.0658 0.0535 0.0677 0.0724 +0.70%

Recall@50 0.3872 0.3540 0.3802 0.3702 0.3587 0.3885 0.2750 0.3604 0.3885 0.00%

NDCG@50 0.1201 0.1131 0.1223 0.1154 0.1108 0.1188 0.0896 0.1149 0.1239* +1.31%

Figure 2: Performance comparison w.r.t. different pre-

training datasets on “Scientific” and “Online Retail”. “All”

denotes themodel pre-trained on all five datasets, and “None”

denotes the training from scratch.

in inductive setting (without item IDs, UniSRec𝑡 ) also has a compa-

rable performance with other baselines. This further illustrates the

effectiveness of the proposed universal SRL approach.

3.3 Further Analysis

3.3.1 Universal Pre-training Analysis. In this part, we compare and

analyze the effectiveness of universal pre-training. Specifically, we

would like to examine whether the universal model pre-trained on

multiple datasets performs better than those models pre-trained

on one single source dataset, or those models without pre-training.

The experimental results are reported in Figure 2.

Figure 3: Ablation study of UniSRec variants on “Scientific”

and “Online Retail”.

We can see that the model pre-trained on all the five datasets

achieves better performance than any model that pre-trained on a

single dataset or without pre-training. The results show that with

the proposed universal sequence representation learning approach,

the pre-trained model can capture semantic sequential patterns

from multiple source domains to improve recommendation on tar-

get domains or platforms.

3.3.2 Ablation Study. In this part, we analyze how each of the

proposed techniques or components affects the final performance.

We prepare four variants of the proposed UniSRec model for com-

parisons, including (1)𝑤/𝑜 PW that replaces parametric whitening
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Figure 4: Performance comparison w.r.t. long-tail items on

the “Scientific” and “Online Retail” datasets. The bar graph

represents the number of interactions in test data for each

group. The line chart represents the improvement ratios for

Recall@10 compared with SASRec.

with traditional linear layer, i.e., replacing Eqn. (2) by 𝒙̃𝑖 = 𝒙𝑖 ·𝑾1−𝒃 ,
(2) 𝑤/𝑜 MoE without MoE-enhanced adaptor (𝐺 = 1 in Eqn. (3)),

(3)𝑤/𝑜 S-I without sequence-item contrastive task, and (4)𝑤/𝑜 S-S
without sequence-sequence contrastive task.

The experimental results of the proposed approach UniSRec and

its variants are reported in Figure 3. We can observe that all the

proposed components are useful to improve the recommendation

performance. The variant𝑤/𝑜 MoE has poor performances because

the MoE-enhance adaptor is the key component to improve the

representation capacity for domain fusion and adaptation.

3.3.3 Performance Comparison w.r.t. Long-tail Items. One motiva-

tion to learn universal and transferable sequence representations is

to alleviate the cold-start recommendation issue. To verify this, we

split the test data into different groups according to the popular-

ity of ground-truth items in the training data, and then compare

the improved ratio of Recall@10 score (w.r.t. the baseline SASRec)

in each group. From Figure 4, we can observe that the proposed

approach outperforms the other baseline models in most cases,

especially when the ground truth item is unpopular, e.g., group [0,

5) on Industrial and Scientific datasets and group [0, 20) on Online

Retail dataset. The results show that long-tail items can benefit

from the learned universal sequence representations.

3.4 Case Study

As shown in Table 3, we can see that our approach can achieve good

performance in a cross-platform setting (from Amazon to Online Re-

tail). To our knowledge, in the literature of recommender systems,

there are few studies that can conduct cross-platform recommen-

dation [34]. It is interesting to study what kind of knowledge is

actually transferred across different platforms. For this purpose, we

present an illustrative case in Figure 5.

This example presents two short sequences of two different users

from Amazon and Online Retail, respectively. It can be observed

that our approach doesn’t rely on explicit item IDs to capture the

user preference. Instead, it tries to capture the semantic associa-

tions by modeling the sequential patterns. Especially, the two short

sequences correspond to a semantic transition from the keyword

of “dog” to the keyword “cat” as shown in the item title. It shows

that our approach can capture universal sequential patterns across

platforms in terms of general textual semantics.

Glitzhome 22 Handmade
Hooked 3D Dog

Christmas Stocking.

User ID: A33QJM********

Asmwo 600ML Large
Capacity Ceramic Black

Cat Mugs for Boy or Man.

Item ID: B00OI***** Item ID: B01EJ*****

Source platform: Amazon 

Dog Bowl Vintage Cream

Session ID: 

Cream Cat Food Container

Item ID: Item ID: 

Target platform: Online Retail in UK 

UniSRec

Figure 5: The purchase history of a user in the source plat-

form (top) and the purchase history within an anonymous

session in the target platform (bottom). There are naturally

no overlapping users and items between the two platforms.

This case shows that UniSRec can capture the universal se-

mantic sequence pattern (e.g., “Dog → Cat”) from large-scale

pre-training, which helps improve the recommendation per-

formance of the target platform.

Note that there might be also semantic correlations among other

keywords. Here, we select the keywords of “dog” and “cat” just for

simplifying the illustration. We leave a deep investigation of the

universal representations as future work.

4 RELATEDWORK

Sequential recommendation. To alleviate information overload,

recommender systems are widely studied and deployed in various

real-world services. Specially, it has been shown that sequential

behaviors are important signals to reflect user preferences, and

thus sequential recommendation has recieved much attention from

both research and industry community [6, 18]. Early works on this

topic adopt the Markov Chain assumption by estimating item-item

transition probability matrices [18]. With the development of deep

learning, Hidasi et al. [6] firstly introduce Gated Recurrent Units

(GRU) to model sequential behaviors. Then various kinds of neural

network techniques are proposed to encode interaction sequences,

such as Recurrent Neural Network (RNN) [13], Transformer [5, 7, 10,

22], Multilayer Perceptron (MLP) [37] and Graph Neural Network

(GNN) [2, 27]. Besides directly mining sequential patterns of IDs,

some works are proposed to model sequences with rich features [32,

36] or additional self-supervised signals [29, 30, 36]. However, item

representations and model parameters of these methods are usually

restricted to specific data domains or platforms, making it difficult to

leverage multi-domain data to improve sequential recommendation.

Transfer learning in recommender systems. To deal with the

data sparsity and cold-start issues in the recommender systems,

various works aim to leverage behavior information from other

domains [39] or platforms [14] to improve recommendation per-

formance of the target domain or both domains [38]. Most works

rely on explicit overlapping data for conducting the transfer across

domains, such as common users [8] or items [20, 38], social net-

works [14] and attributes [25]. Recently, some works attempt to

learn universal user representations for different user-oriented

downstream tasks [31]. However, the need of explicitly shared
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data still limits the application scope of the above methods. In this

work, we propose to represent items in a universal way via text-

based PLMs for domain adaptation. Different from the recently

proposed zero-shot recommendation methods [4], we do not re-

quire that the source and target domains are closely related. With

carefully designed universal pre-training tasks and MoE-enhanced

adaptor architecture, the proposed universal SRL approach can

be pre-trained on data from multiple source domains, and further

generalize to different domains without explicitly shared anchors.

5 CONCLUSIONS

In this paper, we propose the universal sequence representation

learning approach for recommender systems, named UniSRec. Dif-

ferent from existing sequential recommendation methods that re-

ply on explicit item IDs for representation learning, the proposed

approach UniSRec utilizes item texts to learn more transferable

representations for sequential recommendation. Specifically, we

design a lightweight architecture based on parametric whitening

and MoE-enhanced adaptor to learn the universal item representa-

tions. We further design two contrastive pre-training tasks to learn

universal sequence representations from multi-domain sequences.

For future work, we will consider collecting more recommendation

data to train larger user behavior models. Besides, we will explore

more kinds of side information to represent items and improve

sequence representation learning, e.g., images and videos.
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